
On Heads and Tails (2)

Raul Vicente, 18th March 2025

Foundations seminar









Grid pattern -> Superposition of Fourier modes (Eigenfunctions of Laplacian on the 
domain)

Grid scale -> Eigenvalue associated to contributing eigenfunctions
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Research hypothesis

Mv = λv

Grid cells = Fourier basis for the 2D environments
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Mv = λv
• Basis set to represent 

functions 

• Filtering of scales 

• Smoothing and interpolation 

• Spectral coordinates 

• …

Generalised Fourier



Classical Fourier Analysis

Pontryagin Duality

Representation Theory

Spectral Geometry Geodesic Flows

Functions on locally compact Abelian groups

Non-Abelian groups

Extension of Fourier for functions on groups 

based on Pontryagin duality (group characters 

generalize complex exponentials as basis functions)

Functions on

ManifoldsGraphs

Hypercube
Flat torus (Lattices)

Representing functions as sum of 
trigonometric functions

̂f(ξ) = ∫
∞

−∞
f(x)e−i2πξxdx

ℝ ℤℝ/ℤ ℤn

(ℤn
2)

Ĝ := Hom(G, ℝ/ℤ)

̂f(χ) = ∫G
f(x)χ̄(x)dμ(x)

χ : G → U(1) | χ(g1g2) = χ(g1)χ(g2)

Elements of the group are represented 

by invertible matrices and the group operation 

by matrix multiplication 

(M, g) → Spec(M, g)

Relation between geometry/topology and 

eigenvalues and eigenfunctions of the Laplacian operator (Quantum mechanics)

Fourier decomposition of Boolean functions: 

eigenvectors of Graph Laplacian are the 

characters of   ℤn

2

f(x) = ∑
S⊆[n]

̂f(S)χS(x), χS(x) = ∏
i∈S

xi

f : {−1,1}n → ℝ

̂f(S) = ⟨f, χS⟩

ℝn/Δ

Manifolds with boundary

Poisson type formula relating the norms 

of lattice points (lengths of closed geodesics) 

to frequencies (eigenvalues)

Billiard dynamics

Eigenfunctions as minimizers of 

Dirichlet form

Relation between geometry/topology a

and periodic geodesics (Classical mechanics)

1
(4πt)d/2

Vol(Δ) ∑
λ∈Δ

e−|λ|2/4t = ∑
ι∈Δ*

e−4π|ι|2t

Relations between graph properties and spectra 

of the graph Laplacian

Manifolds without boundary
Relation between lengths of 

closed geodesics and 

eigenvalues of Laplacian



Spectral geometry 
Relation between geometry/topology and 

eigenvalues and eigenfunctions of the Laplacian operator

























Faber-Krahn theorem





Grid pattern -> Superposition of Fourier modes (Eigenfunctions of Laplacian on the 
domain)

Grid scale -> Eigenvalue associated to contributing eigenfunctions



Do grid cells for circular environments have lowest spatial frequency?



Mv = λv
• Basis set to represent 

functions 

• Filtering of scales 

• Smoothing and interpolation 

• Spectral coordinates 

• …

Generalised Fourier



Path integration







Place cells as one-hot encoding of position

Path integration amounts to compute the integral of velocity



Classical theory of grid cells

- Toroidal connectivity of neurons

- Bump of activity updated by velocity cues (to solve path integration)

Neuronal space Physical space
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• Basis set to represent 

functions 
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“At the current state, rotate your left leg 25 degrees, place it down 
beside the rock on the path, then swing your arm forward...”



“Since I am on the west side of the river, I probably want to 
cross the river to get to the east side of the river and then walk 

towards my campsite.”

“At the current state, rotate your left leg 25 degrees, place it down 
beside the rock on the path, then swing your arm forward...”



• RL: process to learn long-term future rewards 

• Core problem: interdependency of optimal actions 

• Tractable when representations encode structure  
of the environment/task that allows efficient discovery  
of optimal policy, search of short-paths, replanning, etc…  

Reinforcement Learning

Markov Decision Process



State abstractions: treats certain configurations of the environment as similar by aggregating them. Ex: “being west of the river”.

Temporal abstractions: temporally extended macro-actions that describe a general course of action. Ex: “cross the bridge”. 

{s, a} {S, A}



Place cells

Grid cells

One-hot encoding

Spectral encoding



Place cells
One-hot encoding

Grid cells
Distributed encoding



Spectral clustering



Graph Laplacian operator

(1, -2, 1)Kernel

On a general graph:



Spectral clustering
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- Embedding of data set into Euclidean space (low dimension) 

- Coordinates computed from eigenvectors and eigenvalues of diffusion operator 
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Spectral shape matching



Spectral shape matching



Spectral shape matching

- Low-dimensional representations based on connectivity

- Correspondence problem

- Analogy-based inferences?

- Diffusion distance shows invariance to non-stretching or non-topology changing transformations







Semantic networks



s, s′ 

Temporal sequences

Ws,s′ 

s, s′ , s′ ′ , s′ ′ ′ , ⋯

Hebbian learning (e.g. STDP)

Associative learning

s, s′ s, s′ Ws′ ,s

Sculpting of neural circuits 

by weight changes



Search in semantic networks: Remote Associates Test

Which word relates to all three cue words?
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Candidates: common nearest neighbor to all three cue words

RAT: how does the brain solves it?

Constraints from humans: local search, memory constraints, difficulty

Naive algorithm 1. Launch random walks from 3 initial cue words 
                                   Stopping criteria: 1st commonly visited word 

Naive algorithm 2. Represent each word with spectral coordinates 
                                                              Output: Word with MinAvg Euclidean distance to the 3 cues 



Functional role of grid cells? 
More tasks involving grid cells…



GP for grid cells?
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Grid scoreGP for grid cells?



• Grid cells periodic pattern may 
allow the brain to form cognitive 
maps in physical space 
(coordinate system for distance 
and orientation in space; how 
things are related to each other 
independently of the observer 
position) 

• They are thought to allow us to 
engage mental navigation in 
abstract spaces 

• Did the brain discovered Fourier 
analysis? 


